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ABSTRACT:
Acoustic noise interferometry is applied to retrieve empirical Green’s functions (EGFs) from the ambient and

shipping noise data acquired in the Shallow Water 2006 experiment on the continental shelf off New Jersey. Despite

strong internal wave-induced perturbations of the sound speed in water, EGFs are found on 31 acoustic paths by

cross-correlating the noise recorded on a single hydrophone with noise on the hydrophones of a horizontal linear

array about 3.6 km away. Datasets from two non-overlapping 15-day observation periods are considered. Dispersion

curves of three low-order normal modes at frequencies below 110 Hz are extracted from the EGFs with the time-

warping technique. The dispersion curves from the first dataset were previously employed to estimate the seabed

properties. Here, using this seabed model, we invert the differences between the dispersion curves obtained from the

two datasets for the variation of the time-averaged sound speed profile (SSP) in water between the two observation

periods. Results of the passive SSP inversion of the second dataset are compared with the ground truth derived from

in situ temperature measurements. The effect of temporal variability of the water column during noise-averaging

time on EGF retrieval is discussed and quantified. VC 2021 Acoustical Society of America.
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I. INTRODUCTION

Ocean acoustic noise interferometry (NI) retrieves an

estimate of deterministic Green’s function from time series

of diffuse shipping and ambient noise recorded at spatially

separated, synchronized hydrophones (Roux et al., 2004;

Sabra et al., 2005b; 2005a; Godin, 2006) or vector sensors

(Zhou et al., 2017; Nichols et al., 2019). The Green’s func-

tion estimate that is obtained from noise cross-correlations

is referred to as the empirical Green’s function (EGF) (Fried

et al., 2008; Brooks and Gerstoft, 2009; Godin, 2009;

Brown et al., 2014). EGFs approximate the Green’s function

even when the noise is not perfectly diffuse (Godin, 2009;

Weaver et al., 2009; Godin, 2010; Godin et al., 2010;

Skarsoulis and Cornuelle, 2019, 2020) and the environment

evolves during the noise averaging time (Godin, 2018).

Thus, NI offers an environmentally friendly and cost-

effective way of acoustic remote sensing of the ocean that

avoids the use of any controlled sound sources and mini-

mizes the disruption of biologically important natural

soundscapes.

In addition to the environmental information along the

sound propagation paths connecting the receivers, noise

cross correlation functions (NCCFs) and EGFs contain

information about the geometry of the receiving system,

which can be used for array element localization (Sabra

et al., 2005c; Nowakowski et al., 2015), and information

about the time shift and drift of clocks on spatially separated

receivers, which can be used for the clocks’ synchronization

(Sabra et al., 2005c; Godin et al., 2014).

Obtaining passive measurements of acoustic quantities,

such as acoustic travel times, with the high accuracy

required for oceanographic applications, is challenging.

Only some of the EGFs measured with NI have been suc-

cessfully used to meaningfully characterize the underwater

propagation environment. Passive ocean acoustic tomogra-

phy was first demonstrated in deep water using direct ray

arrivals between receivers on vertical line arrays (VLAs)

(Godin et al., 2010). Evers et al. (2017) resolved the group

speed dispersion between sound in 3–5 and 5–10 Hz fre-

quency bands over 126 km, deep-water propagation path.

Woolfe et al. (2015) were the first to demonstrate passive

acoustic thermometry of the ocean and measured with high

sensitivity the spatially averaged deep-water temperature

variations along two propagation paths in the Atlantic and

Pacific oceans. In shallow water, passive acoustic measure-

ments of the spatially averaged sound speed were reported,

and passive acoustic thermometry was demonstrated by Li

et al. (2019) and Li et al. (2021). By assimilating satellite

and in situ temperature measurements, they also restored the

sound speed profile (SSP) (Li et al., 2019). Passive acoustic

measurements of the depth-averaged velocity of ocean cur-

rents were carried out in the Straits of Florida (Godin et al.,
2014). Goncharov et al. (2016) applied the ray tomography

a)Parts of this work have been previously reported at the 179th Meeting of

the Acoustical Society of America (Virtual, December 2020).
b)Electronic mail: ttan1@nps.edu, ORCID: 0000-0002-1145-9349.
c)ORCID: 0000-0003-4599-2149.

J. Acoust. Soc. Am. 150 (4), October 2021 VC 2021 Acoustical Society of America 27170001-4966/2021/150(4)/2717/21/$30.00

ARTICLE...................................

https://doi.org/10.1121/10.0006664
mailto:ttan1@nps.edu
http://crossmark.crossref.org/dialog/?doi=10.1121/10.0006664&domain=pdf&date_stamp=2021-10-13


approach to the same measured EGFs to retrieve the sound

speed and current velocity profiles, with the results prov-

ing more reliable for current velocity than for sound

speed. Compressional wave velocity in the bottom near

the seafloor was evaluated from the head-wave component

of the EGF (Yang et al., 2020). Parabolic-equation and

normal-mode-based geoacoustic inversions of the pas-

sively measured EGFs were reported for sites in the

Straits of Florida (Zang et al., 2015; Brown et al., 2016;

Godin et al., 2017; Tan et al., 2019) and in the Mid-

Atlantic Bight (Qin et al., 2017; Tan et al., 2020). Passive

acoustic characterization of the seabed at other locations

was obtained with the passive fathometer technique

(Siderius et al., 2006; Gerstoft et al., 2008; Harrison and

Siderius, 2008; Siderius et al., 2010; Yardim et al., 2014),

which is related to NI.

Tan et al. (2020) applied NI to measure EGFs and

retrieve geoacoustic parameters of the seabed on the conti-

nental shelf off New Jersey. The time series of underwater

noise were used, which had been nearly continuously

recorded in the Shallow Water 2006 (SW06) experiment

during a fifteen-day observation period. Time warping

(Bonnel et al., 2020b) was applied to the EGFs to passively

measure normal mode dispersion curves, which served as

the input data for the geoacoustic inversion (Tan et al.,
2020). In this paper, we build on this recent research and

extend it to characterize temporal variations in the water

column properties using NI. We compare the EGFs, which

are retrieved from two non-overlapping fifteen-day observa-

tion periods, invert the difference in the modal dispersion

curves for the SSP in the water column, and compare the

results of the passive acoustic measurements with the

ground truth provided by in situ temperature sensors. The

passive acoustic characterization of the sub-seasonal water

column variations is made particularly challenging by tran-

sient, short-term sound speed variations due to the strong

internal wave and internal tide activity at the site of the

SW06 experiment.

The remainder of this work is presented as follows. In

Sec. II, the SW06 experiment is briefly introduced, in situ
sound-speed measurements are described, and calculation

and features of the NCCFs are discussed. Section III

describes retrieval of normal mode dispersion curves from

measured NCCFs and includes an analysis of the effects of

the short-term temporal variability and range dependence

of the SW06 environment on mode travel times.

Consistency of the environmental information contained in

the NCCFs, which are obtained in different observation

periods, is illustrated in the Appendix by comparing the

results of the geoacoustic inversions with input data pro-

vided by different NCCFs. The inverse problem of extract-

ing the unknown SSP in water from passively measured

modal dispersion curves is formulated and solved in Sec.

IV. The ground truth, which is provided by in situ measure-

ments, is employed in Sec. V to evaluate results of the pas-

sive SSP inversion. Section VI summarizes conclusions of

this work.

II. EXPERIMENTAL DATA AND NCCFS

A. SW06

The data of this work come from the recording of ambi-

ent and shipping noise in the SW06 experiment (Newhall

et al., 2007; Tang et al., 2007) on the continental shelf off

the New Jersey Coast, about 220 km from New York Harbor

[Fig 1(a)]. The time series of noise were nearly continuously

recorded during a 30-d period, from August 3 to September

1, 2006, on a Single Hydrophone Receiving Unit (SHRU)

and a 32-hydrophone horizontal line array (HLA) of length

465 m as shown in Fig. 1(b). The hydrophones of the HLA

were spaced 15 m apart, and the horizontal ranges from the

SHRU to the HLA hydrophones were between 3.4 (SHRU

FIG. 1. (Color online) Experimental site and the locations of the receivers. (a) The site where noise records were acquired in the course of the SW06 experi-

ment. The shipping lanes are shown leading to and from New York Harbor. (b) The SHRU and the HLA of 32 hydrophones separated about 3.6 km were

employed in this work. Water depth in meters is shown by color-coded isobaths.
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to HLA #1) and 3.8 (SHRU to HLA #32) km [Fig. 1(b)].

The SHRU and HLA hydrophones were located at water

depths of 78 and 77 m, respectively, close to the seafloor.

Both systems had the same sampling frequency of

9765.625 Hz and readout data format (Newhall et al., 2007),

which helped the processing of NI.

B. Temporal variability of the environment

The SW06 site is known for strong and rapid variations

of the sound speed in the water column due to energetic

internal gravity waves, including internal tides (Tang et al.,
2007), resulting in strong transient acoustic noise bursts

(Katsnelson et al., 2021). One original purpose of the SW06

experiment was to study the non-linear internal waves

(NLIWs) and their acoustic effects. The NLIWs in the

SW06 experiment were generated by the semidiurnal baro-

tropic tide in a water depth of about 100 m and propagated

nearly parallel to the across-shelf direction, which is along

the HLA-SHRU line shown in Fig. 1(b). Figure 2 shows the

30-d sound speed measured with a vertical thermistor chain

(Newhall et al., 2007) that was deployed in the vicinity of

the southern end of the HLA. Internal tides depress the ther-

mocline by tens of meters in a quasi-periodic manner, caus-

ing sound speed variations up to 13 m/s from the mean at a

fixed depth [Fig. 2(a)] and making the environment rather

challenging for the application of acoustic NI, which

requires a certain time average.

This 30-d noise data, measured from the SHRU and

HLA 32-hydrophone are divided into two halves for analy-

sis: NCCF1 and NCCF2. The noise data of the 2nd

observation period (NCCF2) were used in the previous work

to passively retrieve the geoacoustic parameters of seabed

GM2, including sediment layer thickness, compression

sound speed in the sediment and basement, and density

ratios (Tan et al., 2020), with its average SSP measured in
situ was taken as known and abbreviated as C2(z). Here, we

take this previously inverted geoacoustic properties GM2

and apply these to the noise data of the 1st observation

period (NCCF1), to passively invert the average SSP of the

1st observation period, abbreviated as C1(z) [Fig. 2(b)]. The

seabed properties shall remain fairly unchanged within

either 15-day observation period such that GM1 � GM2 and

are discussed in the Appendix. For convenience, notations

are organized into a list in Table I; the inverse procedure to

retrieve seabed properties and SSP will be discussed later in

Sec. IV.

C. Temporal variability of the NCCF

Underwater noise is a result of interference of acoustic

waves that are generated by multiple natural and man-made

sound sources widely spatially distributed on the ocean sur-

face, on the seafloor, and in the water column. A signal to

probe the propagation environment can be retrieved from

the random ambient sound field by calculating the cross cor-

relation function of acoustic pressure recorded concurrently

at spatially separated points. We apply previously published

methods (Godin et al., 2014; Tan et al., 2019; Tan et al.,
2020) to evaluate the cross correlation functions between

the noise at the SHRU and each of the HLA hydrophones

(Figs. 3 and 4). The NCCF between the SHRU and the i-th

FIG. 2. (Color online) SSPs measured in situ. (a) Time-dependence of SSPs in water measured in August 2006 using a thermistor chain located near the

HLA. The first and the second 15-day observation periods are indicated by the dashed and solid boxes, and sound speeds inside represent the SSPs of 1st

and 2nd observation periods, respectively. (b) The 15-day time averages C1(z) and C2(z) of the SSPs measured during the 1st and 2nd observation periods.

TABLE I. List of notations.

15-day observation period NCCF Average sound speed profile Inferred geoacoustic properties of seabed

1st (08/03-08/17/2006) NCCF1 [see Fig. 4(a)] C1(z) [see Fig. 2(b)] GM1 (Appendix)

2nd (08/18-09/01/2006) NCCF2 [see Fig. 4(b)] C2(z) [see Fig. 2(b)] GM2 (Tan et al., 2020)
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hydrophone of HLA is calculated in the frequency domain

as CFiðf Þ by averaging over N non-overlapping timeframes

(64 s each) of the noise records,

CFb iðf Þ ¼
1

N

XN

n¼1

P
nð Þ

S ðf ÞP
nð Þ

H;iðf Þ
�

jP nð Þ
S ðf ÞP

nð Þ
H;iðf Þ

�j
; i ¼ 1; 2; …; 32: (1)

Here, P
ðnÞ
S ðf Þ and P

ðnÞ
H;iðf Þ are the spectra of noise pressure

recorded during the nth time window by the SHRU and the

ith HLA hydrophone, respectively, and P
ðnÞ
H;iðf Þ

�
is the com-

plex conjugate of P
ðnÞ
H;iðf Þ: Note that the spectral pre-

whitening procedure is applied in Eq. (1) by normalizing the

spectra in each timeframe by their frequency-dependent

absolute values. This procedure helps to suppress the

FIG. 3. (Color online) Multiple two-point NCCFs measured during the SW06 experiment. NCCFs in the same arbitrary units between the SHRU and indi-

vidual hydrophones of the HLA are shown as functions of the time delay s in seconds and the number, from 1 to 32, of the HLA hydrophone. NCCFs are cal-

culated using different time frames for (a) 1, (b) 6, and (c) 12 days in the noise records of the 1st observation period (NCCF1). (d) Maxima (thick solid lines)

and minima (thin solid lines) at –0.22 s < s < –0.29 s, and maxima of the absolute value at –2.00 s < s < 0 (dashed lines) of NCCF1, are shown for 31 HLA

hydrophones and three noise averaging times of one (1), six (2), and 12 (3) days.

FIG. 4. (Color online) NCCFs obtained by averaging fifteen days of noise records. The process is the same as in Fig. 3 but uses all noise records during (a)

the first (NCCF1) and (b) the second (NCCF2) observation period.
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influence of strong, transient non-diffuse noise sources such

as nearby shipping (Godin et al., 2010; Godin et al., 2014).

The time domain NCCF, CFi(s), is obtained via the inverse

Fourier transform of cCFiðf Þ. For brevity, the negative (s
< 0) and positive (s > 0) time-delay parts of CFi(s) are

abbreviated as N-NCCF and P-NCCF, respectively. N-

NCCF and P-NCCF describe propagation from the ith HLA

hydrophone to the SHRU and from the SHRU to the hydro-

phone, respectively (Roux et al., 2004; Sabra et al., 2005a;

Godin, 2006).

The data from HLA hydrophone #31 [Fig. 1(b)] were

discarded due to inconsistencies with other data (Brooks and

Gerstoft, 2009) and did not produce useable information.

Therefore, a total of 31 NCCFs were obtained excluding the

#31 pair (Fig. 3). Theoretical NCCFs of diffuse noise are

even functions of s (Roux et al., 2004; Godin, 2006) in a

motionless media, but it was observed originally that all 31

measured NCCFs have a constant time shift along the s axis.

This is because a time shift exists between the clocks of the

SHRU and the HLA (Tan et al., 2020). The amount of time

shift can be discovered by cross-correlating the P-NCCF

with the N-NCCF for the same hydrophone-pair and taking

the average of all pairs. The time delay axis was recalibrated

with 0.896 s. This amount is much smaller than the time-

frames (64 s) used in Eq. (1) and thus has a negligible

impact on the quality of the NCCF.

In a time-independent ocean, Eq. (1) is expected to con-

verge to a deterministic NCCF, when the number of time-

frames is sufficiently large (Sabra et al., 2005b; Godin et al.,
2010). Figure 3 shows the evolution of the time-domain

NCCF estimate based on Eq. (1) for 31 receiver pairs, when

the noise averaging time increases from 1 to 6 days, and then

12 days, starting from 3 August 2006. The frequency band

10 Hz< f < 110 Hz is used to obtain the time-domain

NCCFs in Figs. 3 and 4.

The deterministic features of the NCCFs progressively

arise from the random background as more daily averages

are stacked (Fig. 3). The NCCFs’ deterministic components

most clearly manifest as the high peaks and deep troughs

around the time delays s ¼ 62.4 s, which roughly corre-

spond to each hydrophone pair’s range divided by the sound

speed (Fig. 3). The peaks and troughs gradually and system-

atically shift to larger jsj with the increasing range (Figs. 3

and 4). The deterministic features of all NCCFs emerge

from the random background after one day of noise averag-

ing [Fig. 3(a)]. Comparison of Figs. 3(b) and 3(c) shows that

a stable estimate of all 31 NCCFs is reached with noise

averaging over the first 6 days (3–8 August) of the 1st obser-

vation period. Inclusion of additional 6 days of observations

further suppresses the random components and increases the

amplitude contrast between the deterministic and random

components of the NCCFs estimates, essentially without

changing the positions or shapes of the deterministic fea-

tures [Fig. 3(d)]. For the same hydrophone pairs, a longer

accumulation time of about 10 days (18–27 August) is

needed from the start of the 2nd observation period to reach

a similarly stable NCCF estimate (Tan et al., 2020).

Because the noise sources are intermittent, the promi-

nence of the stable, deterministic features of either P-

NCCFs or N-NCCFs does not increase monotonically at

finer time scales. In the observation period starting from 3

August 2006, P-NCCFs accumulate faster than N-NCCFs in

Fig. 3(a) and then both become qualitatively stable in a simi-

lar way as more timeframes are stacked. It is also observed

that on some days, shorter-term, one-day noise averages

result in the N-NCCF or P-NCCF estimates that have partic-

ularly pronounced deterministic features and high contrast

between the deterministic and random NCCF components.

Noise averaging over a few such “good days” results in

NCCF estimates that are very close to the much longer,

fifteen-day averages shown in Fig. 4.

In addition to symmetric peaks at positive and negative

time delays, fifteen-day noise averages (Figs. 4 and 5) reveal

additional peaks at s > 0 that precede the main arrival of P-

NCCF. In Figs. 5(a)–5(c), the additional peaks of P-NCCF

can be clearly seen around s ¼ 2 s, while the symmetric

peaks appear around jsj ¼ 2.2–2.7 s. The asymmetrical pre-

cursor peaks in the NCCFs are due to a persistent non-

diffuse noise source in the SW06 experiment and are usually

referred to as spurious arrivals (Godin et al., 2010). These

peaks will be discussed in Sec. II E.

D. Spatial variability and bandwidth of NCCF

Retrieving EGFs in as wide frequency band as possible

is critical for passive acoustic characterization of the ocean

and particularly for SSP measurements. Variation of the

environmental parameters during the noise averaging period

tends to destroy noise coherence at higher frequencies

(Brown et al., 2014; Godin, 2018). By comparing the NCCF

estimates Eq. (1) that are calculated in different frequency

bands, it has been found that, with noise averaging periods

between 1 and 15 days, acoustic frequencies above 110 Hz

do not contribute appreciably to the NCCFs’ deterministic

features. For the receiver pairs and the noise averaging peri-

ods considered in this study, no discernable deterministic

features emerge when the pressure records are high-pass fil-

tered at or above 110 Hz. Therefore, all calculations of

NCCFs (Figs. 3–5) and their analysis in this paper is limited

to the 10–110 Hz frequency band. This band extends to

somewhat higher frequencies than in Brooks and Gerstoft

(2009) and is the same as in Tan et al. (2020).

NCCFs between the SHRU and the HLA hydrophones

in Figs. 3 and 4 give EGFs at 31 different ranges and 62 dif-

ferent azimuthal propagation directions. The variation of the

amplitude of the deterministic features of NCCFs along the

HLA becomes increasingly smooth as the averaging time

increases. This is illustrated in Fig. 3(d), where amplitudes

of the main peaks and troughs of 31 N-NCCFs are shown by

solid lines; see also Fig. 5. Such behavior is expected for the

diffuse noise contributions to NCCFs. The remaining, grad-

ual variation of the NCCF amplitudes across the HLA in

Fig. 3(d) can be attributed to several factors, including range

dependence of the deterministic Green’s function (Roux
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et al., 2004; Godin, 2006), noise directionality in the hori-

zontal plane (Godin, 2006; Wapenaar and Thorbecke, 2013;

Godin et al., 2014), and the additional EGF attenuation due

to temporal variability of the ocean (Godin, 2018). The dif-

ference in amplitudes of the deterministic components of

the P-NCCFs and N-NCCFs is clearly due to noise direc-

tionality in the horizontal plane. On the other hand, the dif-

ferences in range and azimuthal direction from the SHRU to

the northern and southern ends of the HLA [Fig. 1(b)]

appear to be too small to reliably identify the mechanism

responsible for the observed weak variation of the N-NCCF

and P-NCCF amplitudes along the HLA.

E. Spurious arrival at NCCF

There are additional NCCFs’ peaks forming up a line

that appears at positive time delays s before the main peaks

of P-NCCFs in Fig. 4(a). These additional peaks are particu-

larly visible at P-NCCF in Figs. 5(a)–5(c) and are more pro-

nounced on the northern side of the HLA [Fig. 1(b)]. These

additional peaks are identified as spurious arrival due to per-

sistent low-frequency shipping noise from New York

Harbor located about 115 NM from the experiment site.

This phenomenon of spurious precursory arrival was also

observed in the NCCF at different time delays s from differ-

ent hydrophone-pairs in the SW06 experiment by Qin et al.
(2017) and Brooks and Gerstoft (2009).

The spurious arrivals partially overlap with the main

peaks and distort the P-NCCFs, especially on the northern

side of the HLA [Fig. 1(b)]. Because of this, the previous

study and this work use only N-NCCFs as the input data to

retrieve normal mode dispersion curves and perform inver-

sions to retrieve seabed properties (Tan et al., 2020) and the

SSP.

In the cross correlation function of acoustic pressure

recorded by two hydrophones, a non-diffuse noise compo-

nent due to a compact source in the far field manifests itself

as a single peak, which occurs at a time delay with magni-

tude less than or equal to the magnitude of the time delays

of the symmetrically located peaks due to diffuse noise

(Roux et al., 2004; Sabra et al., 2005c; Godin et al., 2010).

Having an additional peak of NCCF, usually referred to as

spurious arrival, with the time delay magnitude less than

that of the symmetric peaks, is a sign of a localized noise

source [see, e.g.,(Godin et al., 2010)]. Position of the addi-

tional peak depends on the bearing of the localized source

relative to the line that connects the positions of the two

receivers. The bearing was estimated for the 31 NCCFs used

in this study and was found to be consistent with the bearing

of the entrance to New York Harbor [Fig. 1(a)], where ship-

ping lanes converge. This direction is appreciably different

from but close to the direction from the HLA hydrophones

to the SHRU.

III. PASSIVE NORMAL MODE EXTRACTION FROM
THE NCCF IN A DYNAMIC ENVIRONMENT

A. Retrieving acoustic normal mode travel times
by time warping

Time-warping transform in underwater acoustics is a

single-hydrophone based modal filtering technique to extract

dispersion curves of the received signal. The dispersion

curve of mode m can be represented as a frequency-

dependent travel time tmðf Þ or group speed gmðf Þ and time

warping as a nonlinear signal processing method is dedi-

cated to decomposing the modal features of a received sig-

nal in the low-frequency (<500 Hz) and shallow water

FIG. 5. (Color online) Individual waveforms of the 15-day averaged NCCFs. (a)–(c) NCCF1 for the first observation period [Fig. 4(a)], obtained using HLA

hydrophones 1, 16, and 32, respectively. The negative-time-delay parts (N-NCCF1) and the positive-time-delay parts (P-NCCF1) of NCCF1 are shown by

dashed and solid lines, respectively. The absolute value of time delay jsj corresponds to the physical travel time in the empirical Green’s function. (d)–(f)

Same as in (a)–(c) but for NCCF2, obtained in the second observation period and shown in Fig. 4(b).
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(<200 m) scenario (Bonnel et al., 2020b). Time warping is

to filter modes in theory (Le Touz�e et al., 2009), which is

based on unitary transform in the time-frequency (TF)

domain (Baraniuk and Jones, 1995). Time warping was

introduced by Bonnel in the underwater acoustics commu-

nity in 2010, and it has been applied to seabed characteriza-

tion (Bonnel and Chapman, 2011; Zeng et al., 2013; Dong

et al., 2016; Duan et al., 2016; Bonnel et al., 2019; Guarino

et al., 2021), estimates of the spatiotemporal variability of

ocean sound speed (Ballard et al., 2014), extraction of dis-

persion curves from NCCF (Zang et al., 2015; Brown et al.,
2016; Sergeev et al., 2017; Tan et al., 2019; Tan et al.,
2020), etc. This ideal waveguide-based time-warping trans-

form and its modified operator (Niu et al., 2014), as well as

the general warping transform (Brown, 2020), have been

proven to be robust algorithms that incorporate the complex-

ity of the ocean environment (Bonnel et al., 2020b).

Time warping transforms a received broadband signal

SðsÞ into the “warped” signal

~S w sð Þð Þ ¼ jdw sð Þ=dsj�1=2S sð Þ; (2)

where s and wðsÞ represent time in the physical and warped

domains, respectively. In the NI context, the signal SðsÞ is

the EGF retrieved from either P-NCCF or N-NCCF, with s
being the absolute value of the time delay in the NCCF (Tan

et al., 2019). Equation (2) combined with the warping func-

tion wðsÞ ¼ ðs2 � s2
r Þ

1=2
maps the received signal SðsÞ

through a nonlinear resampling process into ~SðwðsÞÞ such

that each modal component appears to be tonal in the warped

domain. Here, sr ¼ r/cw represents the earliest arrival time of

the received signal being warped, the choice of sr and the

equivalent choice of sound speed in water cw are selected

empirically and discussed in Sec. III B. In the active scheme,

r is the horizontal distance between source and receiver,

whereas r in the context of NI is the distance between two

receivers (the ith HLA hydrophone to the SHRU in Fig. 1).

The inverse time-warping transform is the inversed version

of Eq. (2) with w�1ðsÞ ¼ ðs2 þ s2
r Þ

1=2
which restores the

original signal SðsÞ from the warped signal ~SðwðsÞÞ:
Due to the spurious arrival that occurred in P-NCCF,

explained earlier in Sec. II E, we use measured N-NCCFs

only as the signals to interrogate the environment. Then

Si(s) ¼ CFi(–s), s > 0, i ¼ 1, 2, …, 32. In normal mode the-

ory, each Si(s) can be written as the sum of its modes as

SiðsÞ ¼
PM

m¼1 Si;mðsÞ. Figure 6(a) shows the signal of the

first receiver-pair S1(s), and its spectrogram is shown in Fig.

6(b). Due to the interference between each consecutive

mode of S1;mðsÞ; it is not possible to identify individual

mode contributions and therefore each modal dispersion

curve cannot be retrieved from the spectrogram separately.

However, after the time-warping transform, each modal

FIG. 6. (Color online) Application of the time-warping transform to separate normal-modal components of a measured NCCF and passively measure disper-

sion curves of the normal modes. (a) The N-NCCF1 between the SHRU and the first HLA hydrophone, S1(s), serves as the input signal for time warping,

with starting reference time sr � 2.28 s shown as a vertical dashed-line. (b) Spectrogram of S1(s) is shown by color in dB relative to an arbitrary reference.

(c) Spectrogram of the same N-NCCF1 after time warping. Contributions of individual normal modes are separated. A time-frequency mask is applied to the

area within the dashed-box to isolate mode 1 at the unwarping stage of signal processing. (d) Spectrogram of the waveform S1,1(s) after unwarping. The solid

line shows the mode 1 dispersion curve s1;1ðf Þ retrieved from the spectrogram.
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component m occupies distinct frequency bands, and each

modal energy is distinguishable in the spectrogram of the

warped signal ~S1;mðwðsÞÞ as shown in Fig. 6(c).

To isolate a single mode m from S1ðsÞ; a TF mask is

applied to the short-time Fourier transform of ~S1ðwðsÞÞ:
This particular TF mask of mode 1 is illustrated in Fig. 6(c)

to capture the energy of mode 1 excluding other modal

energy. The inverse short-time Fourier transform of the

result gives the isolated modal waveform in the warped

domain as ~S1;1ðwðsÞÞ; after the modal selection process by

the TF mask in Fig. 6(c). This single mode in the warped

domain is then unwarped back to the physical domain as

S1;1ðsÞ by application of the inverse time-warping proce-

dure. The spectrogram of this single mode S1;1ðsÞ is

illustrated in Fig. 6(d) without modal interference. The

time-warping transform and its inverse is an energy conser-

vation process, such that
PM

m¼1 S2
i;mðsÞ ¼

PM
m¼1

~S
2

i;mðwðsÞÞ:
One of the advantages of the time-warping transform is that

“noise,” i.e., the energy which does not belong to any modal

component of the signal (NCCF in this case), is filtered out

in the warped domain by the selected TF masks [Fig. 6(c)].

For instance, the energy appearing in the warped domain

between modes 1 and 2, which is represented by the rela-

tively weak but nonzero background in the 6–9 Hz band in

Fig. 6(c), is not brought back from ~S1;1ðwðsÞÞ to S1;1ðsÞ:
In the spectrogram of a single-mode m of broadband

waveform, the peak values with respect to time at any given

frequency lie close to the travel time si;m, which corresponds

to the modal group speed gi;mðf Þ ¼ ri=si;mðf Þ at that fre-

quency bin f, with ri as the horizontal distance from the ith
HLA hydrophone to the SHRU [Fig. 1(b)]. The modal travel

time of frequency si;mðf Þ is extracted from the spectrogram

using the reassignment process (Fulop and Fitz, 2006) with

a high resolution estimate. The retrieved dispersion curve

s1;1ðf Þ of application of the reassignment process is illus-

trated in Fig. 6(d) for S1;1ðsÞ. This procedure was repeated,

and the frequency dependence of the travel time si;mðf Þ was

determined for the first three modes using optimum, mode-

and HLA hydrophone-specific TF masks for all 31 measured

NCCFs. Non-overlapping 0.2 Hz bin width is used for

modes 1, 2, and 3 in the 10–110, 30–110, and 45–110 Hz

frequency bands, respectively. In Fig. 7(b), the frequency

dependence of the path-averaged group speeds �gmðf Þ is an

empirical average over gi;mðf Þ and is illustrated in two dif-

ferent acoustic observations (Fig. 2). The �gmðf Þ will be used

as inputs for inverse problems in Sec. IV. Mode 3, ~S1;3 has

relatively less energy than the first two modes seen in Fig.

6(c), but the �gm¼3ðf Þ from the path-average still returns a

reliable quality.

B. Selection of reference time sr in time warping
based on minimum SSP

In the warping function w(s), sr has the meaning of the

earliest arrival time of the received signal being warped. For

each receiver pair i, the best sr;i meets the condition that all

modes are best separated and fully resolved in the warped

domain spectrogram [Fig. 6(c)]. The optimum reference

time for the first receiver pair S1ðsÞ is sr,1¼ 2.28 s; this ref-

erence time is shown as a vertical dashed line in Fig. 6(a).

Since sr is defined as r/cw and if the horizontal distance r is

known and fixed, perturbing the optimum sr in Fig. 6(a),

changes the correct arrival time of the received signal and

thus also degrades the quality of modal separation shown in

Fig. 6(c). For all 31 measured N-NCCFs, the selection of sr,i

increases with the nominal horizontal distance ri. Each sr,i is

equal to ri divided by an empirically chosen sound speed in

water cw, and this cw is usually subjectively chosen from

one value of measured SSP in situ (Bonnel et al., 2020b).

The theoretical choice of sr corresponds to the shortest

mode travel time (at frequencies above the Airy frequency)

as mentioned in Bonnel et al. (2017), but the relationship

between r=sr and SSP has not been investigated.

Normal mode theory (Brekhovskikh and Godin, 1999)

predicts that, in a range-independent waveguide with fluid

FIG. 7. (Color online) Dispersion curves (group speeds) of the first three normal modes in two different observation periods. (a) Synthetic group speeds

gmðf Þ calculated using the sound speed profiles C1(z) (dashed lines) and C2(z) in Fig. 2(b) (solid lines) with seabed properties from Tan et al. (2020). A mag-

nified portion of g1ðf Þ in the higher-frequency band 80 Hz < f < 110 Hz is illustrated in the insert to show the asymptotic region of Eq. (3). (b) Averaged

measured group speeds �gmðf Þ from NCCF1 (dashed lines) and NCCF2 (solid lines).
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bottom, the group speed gmðf Þ of each mode asymptotically

approaches the minimum Cmin of the SSP in water in the

high-frequency limit,

lim
f!1

gmðf Þ ¼ Cmin: (3)

Hence, Cmin is expected to approximate cw ¼ r=sr: But how

high the frequency f must be for gmðf Þ to approach Cmin

within a reasonable tolerance (say, 1 m/s) depends on the

environment. At first glance, the approximation cw ¼ Cmin

will not fit in this NI scheme of a low-frequency (<110 Hz)

noise in a shallow-water environment (Fig. 1). Figure 7(a) is

a simulation of three modal dispersion curves in 10–110 Hz,

to numerically demonstrate that Eq. (3) can be satisfied even

in this scenario. The dispersion curves close to the Airy

phase that cannot be measured accurately enough by the Eq.

(2) based warping transform (Tan et al., 2019; Bonnel et al.,
2020b) are not shown in Fig. 7. The fundamental mode

m¼1 is the earliest mode to asymptotically satisfy Eq. (3)

compared with other higher-order modes as frequency

increases. The dispersion curves in Fig. 7(a) are simulated

based on the seabed properties inverted from the previous

study at the same site (Tan et al., 2020), with C1(z) and

C2(z) as input SSPs from Fig. 2(b). In Fig. 7(a), the funda-

mental mode’s group speed, gm¼1ðf Þ is the earliest mode to

reach the asymptotic region of the C1min and C2min in Fig.

2(b), whereas at the highest frequency of 110 Hz, gm¼2ðf Þ
and gm¼3ðf Þ are still far from the asymptotic region to sat-

isfy Eq. (3) yet. In Fig. 2(b), the C1min is 1487.9 m/s at z
¼ 33 m, and C2min is 1491.9 m/s at z ¼ 40 m. Figure 7(a)

simulation at 110 Hz returns gm¼1ðf Þ¼1487.8 m/s from

C1(z) and 1490.7 m/s from C2(z), respectively, and is close

to the expected C1min and C2min in Fig. 2(b). At 110 Hz, the

gm¼1ðf Þ simulated from C1(z) is only 0.1 m/s less than the

C1min shown in Fig. 2(b). The gm¼1ðf Þ simulated from C2(z)

at the same 110 Hz, however, returns a 1.2 m/s less than the

expected C2min, which is a larger discrepancy. The physical

clue to this larger discrepancy also lies in Fig. 2(b). First,

the shape of SSP C1(z) leads gm¼1ðf Þ to a faster convergence

(lower frequency bin required) to C1min than to that in C2min,

because the gradient (sound speed change with respect to

water depth) above C1min is larger than that of C2min. This

larger gradient implies that group speed gm¼1ðf Þ will con-

verge to C1min faster as frequency increases. Therefore,

gm¼1ðf Þ in C2(z) requires higher frequency than C1(z) to sat-

isfy Eq. (3). When simulations are extended to the higher

frequency of 150 Hz with C2(z), the discrepancy between

the simulated gm¼1ðf ¼ 150 HzÞ and C2min decreases to

0.6 m/s, which is within the chosen tolerance. This discrep-

ancy is smaller than the measurement errors discussed in

Sec. IV B.

The NCCF2 and its measured C2(z) were used in the

previous study (Tan et al., 2020) to invert seabed properties,

where dispersion curves at the lower frequency band close

to the Airy phase on the one hand are less sensitive to sound

speed changing in the water column as seen both in the sim-

ulation [Fig. 7(a)] and the empirical result [Fig. 7(b)]. On

the other hand, dispersion curves at the higher frequency

band are more sensitive to sound speed change, and thus we

can use the seabed properties inverted from NCCF2 to

retrieve the estimated C1(z) from NCCF1 by matching dis-

persion curves.

C. Effect of temporal variability of the water column
on group speeds of acoustic normal modes

Temporal variability of the water column has a signifi-

cant effect on estimation of the NCCFs and retrieval of

empiric Green’s functions from these estimates (Godin,

2018). In this section, we quantify the effect of the observed

temporal variability on acoustic fields in the 10–110 Hz fre-

quency band discussed.

Variations of the two 15-day water column sound speeds

with time are illustrated in Fig. 2(a). Here, Fig. 8 shows the

average C1(z) and C2(z) with depth-dependent standard devi-

ation 6r of the sound speed during the 1st and 2nd acoustic

observation periods. Figure 8(b) shows stronger temporal

variability than Fig. 8(a) and stronger impact on group speeds

of acoustic normal modes. Therefore, Fig. 8(b) is chosen for

FIG. 8. Statistics of the water column variability in two 15-day observation periods. (a) The solid line shows the average sound speed profile C1(z) in the first

observation period, with the standard deviation 6r shown as error bars. The standard deviation is shown as error bars to the left and to the right of the mean

value. (b) The same as shown in (a) but for the second observation period, with the solid line showing the average sound speed profile C2(z).
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analysis in this section. The average C2(z) has the maximum

of 1531.4 m/s at 4 m depth and the minimum of 1490.7 m/s

at 37 m depth. The depth-averaged standard deviation is

5.55 m/s. The standard deviation has very large values of

10–13 m/s in the thermocline at depths 15–30 m, with the

maximum of 13.2 m/s at 19 m depth.

Temporal variations of the normal mode travel times

have been evaluated by modeling sound propagation in

range-independent waveguides with the water-column SSPs

obtained as 15 daily averages of the measured SSPs [Fig.

9(a)]. In these simulations, the water depth is 78 m and the

geoacoustic parameters of the seabed are taken from the pre-

vious work (Tan et al., 2020). Variations of the group speed

are found to increase with frequency for all normal modes

[Figs. 9(b) and 9(c)]. Mode 1 proves to be more sensitive to

sound speed variations than modes 2 and 3, especially at

lower frequencies. This is in contrast to bathymetry varia-

tions, where the higher-order modes have the higher sensi-

tivity (Tan et al., 2020). Under the conditions of the SW06

experiment, at frequencies above 60 Hz, temporal variations

of the group speed become significant for all normal modes

[Figs. 9(c)]. Figure 9(d) compares the group speeds in the

average ocean with the average of group speeds over time

and illustrates the nonlinearity of the perturbations induced

by the temporal variations of the water column. (The differ-

ence between the two averages would be zero for linear per-

turbations.) The nonlinearity proves to be most pronounced

for mode 1, where the nonlinearity rapidly increases with

frequency. The nonlinearity illustrates the limits within

which time averaging of acoustic observables can help to

overcome temporal variability of the ocean. In the

10–110 Hz frequency band, the group speed nonlinearity

remains smaller than the measurement errors on individual

paths, which indicates applicability of time averaging. This

finding is in agreement with the previous observations

reported in Tan et al. (2020).

D. Effect of the horizontal inhomogeneity of the water
column on travel times of acoustic normal modes

On diurnal and shorter time scales, water column vari-

ability at the SW06 site is dominated by tidally generated

trains of NLIWs. NLIW-induced variations are not only

time dependent, but also horizontally inhomogeneous as the

wave trains travel across the SW06 site and have a complex

internal structure. In this section, we characterize the effect

of horizontal gradients of the sound speed on modal travel

times. Sound propagation in horizontally inhomogeneous,

FIG. 9. (Color online) Simulation of the effects of temporal variability of the water column on modal group speeds. (a) Fifteen daily averages of measured

SSPs are shown by dashed lines, with the 15-day average C2(z) shown by a solid line. (b) Dispersion curves of the first three normal modes in the range-

independent oceans with different SSPs are shown with the same dashed lines as the corresponding SSPs in (a). (c) A detailed view of a part of (b) is shown

in the 60–110 Hz frequency band, where the group speeds are more sensitive to SSP variations. (d) The absolute value of the difference between the group

speed in the ocean with the 15-day average C2(z) and the average of the group speeds in each of the 15 days is shown for the first three normal modes.
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time-dependent ocean is modeled within the adiabatic

(Godin et al., 2006; Godin et al., 2019) and frozen medium

(Godin et al., 2006) approximations disregarding horizontal

refraction.

To a good approximation, dependence of the tempera-

ture and sound speed in an NLIW on horizontal coordinates

and time can be modeled as a plane wave propagating from

the shelf break to the shore (Godin et al., 2006; Newhall

et al., 2007; Tang et al., 2007). Then, SSP measurements

obtained with a single thermistor chain (Fig. 2) are sufficient

to model the entire sound speed field.

We choose the path between the HLA hydrophone #32

and the SHRU to model sound propagation in a horizontally

inhomogeneous environment. The hydrophone is the closest

of the HLA hydrophones to the thermistor chain, and the

NLIW propagation direction is close to the direction from

the hydrophone to the SHRU (Newhall et al., 2007; Tang

et al., 2007). The length of the propagation path is about

3830 m. Traveling from the hydrophone #32 to the SHRU at

the speed of 0.9 m/s, the NLIW covers this distance in about

1.2 h. Within the plane wave approximation for NLIW, hori-

zontal gradients of the sound speed are its scaled time

derivatives. To find the largest horizontal gradients, we

identified the time period in the measurements of the 2nd

observation period with the strongest variability during any

1.2-h period. The strongest short-time variability is found on

the Julian day 235 (August 22) after about GMT 06:00 [Fig.

10(a)], with the average SSP and its standard deviation 6r
during the 1.2-h period shown in Fig. 10(b). Quasi-periodic

variations of the sound speed in the thermocline in Fig.

10(a) are characteristic of the passage of the individual

internal wave solitons, which comprise the NLIW, past the

thermistor chain (Newhall et al., 2007; Tang et al., 2007).

The peak-to-trough magnitude of these variations reaches

30 m/s. SSP measurements in the vicinity of the HLA hydro-

phone #32 and the speed of NLIW propagation are used to

model a range-dependent sound speed field on the propaga-

tion path to the SHRU at the time of strongest range depen-

dence (GMT 07:12 on the Julian day 235) when the NLIW

train occupies the entire propagation path [Figs. 10(c) and

10(d)].

The results of modeling mode travel times in the range-

dependent environments described previously are presented

in Figs. 10(c) and 10(d) in terms of the effective group

FIG. 10. (Color online) Simulation of the effects of the water column range dependence on modal travel times. (a) Measured time dependence of the sound

speed at 19 m depth during the period of the highest observed water column variability. (b) The average SSP (solid line) and its depth-dependent standard

deviation 6r during the 1.2 h period shown in (a). The standard deviation is shown as error bars to the left and to the right of the mean value. (c) Effective

group speeds of the modes 1–3 calculated as the ratio of the propagation range to the mode travel time in the range-dependent environment (dashed lines)

and group speeds of the modes in the range-independent environment with the average SSP (dotted lines). The insert shows a blow-up of the boxed part of

the main plot in the 90–110 Hz frequency band. The modeled range-dependent environment occurs when the NLIW train with the sound speed variation

illustrated in (a) and (b) occupies the entire propagation path. (d) The absolute value of the difference between the normal mode group speeds in the range-

independent ocean and the effective group speeds shown in (c).
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speed. The latter is defined as the ratio of the propagation

range to the mode travel time between the HLA hydrophone

#32 and the SHRU. In these simulations, as in Sec. III C,

water depth is 78 m and the geoacoustic parameters of the

seabed are taken to be equal to those of the optimal geoa-

coustic model in Tan et al. (2020). Even in the case of the

strongest expected range-dependence of the sound speed,

the differences between the mode travel times in range-

dependent and range-independent ocean are found to remain

within the measurement errors (see Sec. IV) of the modal

travel times on individual paths [Fig. 10(d)]. The results pre-

sented in Fig. 10(d) characterize the upper bound of the

errors due to SSP range dependence. With the periods of

strong range-dependence due to the NLIW trains occupying

only a fraction of the observation time, the actual effects of

the SSP range dependence are expected to be significantly

reduced compared with the values in Fig. 10(d).

Since the effects of the water column range dependence

on mode travel times (just as the effects of bathymetry range

dependence, which are considered in Sec. IV) are smaller

than the measurement errors on individual paths, with the

data available, the advantages of measurement error sup-

pression by path averaging far outweigh any possible bene-

fits of including range dependence in geoacoustic and SSP

inversions.

IV. THE INVERSE PROBLEM OF SSP RETRIEVAL

The NCCF1/NCCF2 and their corresponding modal dis-

persion curves contain environmental information including

geoacoustic parameters of seabed GM1/GM2 and time-

averaged SSPs C1(z)/C2(z). See Table I for a list of nota-

tions. The GM1 and GM2 represent the seabed properties

and are supposed to remain unchanged within a half-month

timeframe such that GM1 � GM2. What causes the differ-

ence between retrieved group speeds shown in Fig. 7(b) is

the difference between C1(z) and C2(z). The Appendix dis-

cusses the geoacoustic inversion process to retrieve GM1

from NCCF1 with the measured C1(z) assumed known. This

retrieved GM1 and the previous retrieved GM2 (Tan et al.,
2020) are largely consistent and the error bounds are within

reasonable tolerance and alternatively demonstrate the

robustness of NCCFs, even retrieved in the dynamic envi-

ronment. The dispersion curves extracted from NCCF1/

NCCF2 are different because of the sub-seasonal, temporal

sound speed variability in the water column between C1(z)

and C2(z). Using these consistent geoacoustic properties,

Sec. IV A describes the parameterization of SSP to restore

the time-averaged C1(z) from C2(z), and Sec. IV B describes

retrieval of C1(z) by matching dispersion curves using the

previously obtained GM2 as the seafloor model.

A. Parameterization of SSP: Empirical orthogonal
function (EOF)

The measurement of 30-d’ SSPs was described in Sec.

II B. The differences of measured sound speeds are spatio-

temporally significant in Figs. 2 and 8, and are particularly

observable in the thermocline layer z ¼ 15–40 m. The sound

speed variability of the 2nd observation period is more

dynamic than the 1st observation in Fig. 2(a). Solution of

the inverse problem of passive acoustic characterization of

the water column properties requires that the unknown SSPs

are described by a finite and preferably small set of parame-

ters. This section describes the choice and properties of SSP

representation that we use to solve the inverse problem.

Three types of SSP representation have been consid-

ered: orthogonal polynomials, affinity transformation, and

EOFs. With the first technique, Legendre polynomials

served as a simple orthogonal basis to represent water-

column SSP in the range 0< z< 82 m. With the second

technique, water column is split into three layers: from the

ocean surface to the bottom of the mixed layer, from the

bottom of the mixed layer to the sound speed minimum,

and from the sound speed minimum to the seafloor. The

positions of the sound speed minimum and the extent of the

mixed layer are not fixed. In each of the three layers, c(z) is

modeled as an affinity transform (Snapper and Troyer,

2014) in the c–z plane of the known SSP C2(z) in the

respective layer. Conditions of continuity of the sound

speed and its gradient are imposed at the boundaries of the

middle layer. The third technique uses a data-derived

orthogonal basis of EOFs, which are described in more

detail in the following.

When applied to approximating SSP C1(z), the affinity

transformation technique returns the largest root mean

square error (RMSE) compared to the error the Legendre

polynomials and EOFs with the same number of free param-

eters have in representing C1(z) – C2(z). The first six

Legendre polynomials return a RMSE of 1.7 m/s in approxi-

mating C1(z) – C2(z), which is considerably larger than the

error of the approximation with six EOFs. Based on these

results, we conclude that the EOF-based representation is

most suitable for the inverse problem at hand.

EOFs are commonly used to describe the structure of

SSP in underwater acoustics (Huang et al., 2008; Jiang and

Chapman, 2009). The model representing the unknown SSP,

c(z), is as an expansion of EOFs:cðzÞ ¼ c0 þ
PJ

j¼1 aj � EjðzÞ,
where c0 is the average SSP that serves as a reference and J
is the total number of orthogonal functions, aj is the ampli-

tude coefficient, and EjðzÞ is the EOF basis. Ideally, c(z) can

be perfectly restored when the number of basis J approaches

infinity. This is termed empirical because it is constructed

completely from the statistically measured data, and each

EjðzÞ is the eigenvector decomposed from the covariance

matrix of space-time measured SSPs. This work aims to pas-

sively restore C1(z) in terms of the finite number of EOFs,

which are derived from in situ measurements during the sec-

ond observation period [the solid box in Fig. 2(a)] by finding

the corresponding coefficients such that the RMSE of

jC1(z)- c(z)j is minimized via matching dispersion curves. A

MATLAB-based singular variable decomposition (SVD) algo-

rithm is applied to these space-time SSPs of water depth

82 m and a 30-s interval matrix for eigen-decomposition to

obtain the EOFs, and the linear combination of these data-
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driven EOFs can invert the C1(z) by minimizing the follow-

ing cost function:

j1 að Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

D

ðD

z¼0

C1 zð Þ � cðzÞ
� �2

dz

s
;

cðzÞ ¼ C2 zð Þ þ
XJ

j¼1

aj � EjðzÞ: (4)

Here, water depth D ¼ 82 m, and C2(z) is a reference SSP. a

¼½a1; ::; aJ� are the unknown amplitude coefficients to be

retrieved in the inverse process, and E(z) ¼ ½E1ðzÞ; …; EJðzÞ�
are the EOF bases used to minimize Eq. (4) with orthogonal

properties between each Ej. For later comparison purposes, the

restored SSP using Eq. (4) is abbreviated as c1(z). Here, J ¼ 6

is the total number of EOFs used to obtain an approximation

c1(z) of C1(z).
Figure 11(a) illustrates the first six EOFs; each EjðzÞ is

normalized by
ÐD

z¼0
E2

j ðzÞ dz ¼ 1 and the variance is repre-

sented by taking the square of each EOF’s corresponding

singular value (eigenvalue). The first six EOFs comprise

97.5% of total variance [Fig. 11(b)], which are sufficient to

restore C1(z) to c1(z) as illustrated in Fig. 11(c). The

inverted a ¼ [51.1, 44.8, 11.6, –13.3, 1.4, 3.4] retrieved

from Eq. (4) is listed in Table II for later comparison pur-

poses. MATLAB-based genetic algorithm is applied to retrieve

a, and the result converges to the analytic solution of

orthogonal basis rapidly. An EOF order higher than J ¼ 6

brings a trivial improvement to the restored c1(z) in Fig.

11(c), therefore, J � 7 is not considered to avoid an unnec-

essary burden on the later inverse process of matching dis-

persion curves.

The restored c1(z) and measured C1(z) are almost per-

fectly matched except at the mixed layer z ¼ 0–15 m, with

about a 3 m/s sound speed discrepancy [Fig. 11(c)]. This is

because the first two temperature sensors attached on the

VLA were either lost or ineffective during the experiment,

please see Table 30 of Newhall et al. (2007), and the SSPs

at the mixed layer were estimated from other nearby sen-

sors. In the previous SW06 studies (Huang et al., 2008;

Jiang and Chapman, 2008) close to the HLA-SHRU site

(Fig. 1), the measured SSPs have almost constant val-

ues�1532 m/s from 0–10 m at the mixed layer. The total

nine sensors of the VLA span the water column, were

located at nominal depths of 15, 19, 22, 26, 34, 41, 56, 71,

and 79 m, and were successful in measuring the depth-

dependent sound speeds during the entire experiment. The

SSPs presented in this work were interpolated with a one-

meter resolution. Unfortunately, this 3 m/s discrepancy at

the mixed layer z ¼ 0–15 m casts an overall depth-average

RMSE 1.0 m/s between C1(z) and c1(z) in Fig. 11(c). This

1.0 m/s RMSE due to parameterization slightly affects the

inverse problem of matching dispersion curves in the next

subsection, and its impact on experimental data will be

quantified. In Eq. (4), if the starting depth z ¼ 0 m is

replaced with z ¼ 15 m omitting the estimated SSP

from nearby sensors at the mixed layer, the RMSE of

jC1(z) � c1(z)j significantly reduces from 1.0 m/s (z ¼ 0–82

m) to 0.16 m/s (z ¼ 15–82 m) when the same EOF order

J ¼ 6 is used. The EOFs are decomposed from the variabil-

ity of the 2nd observation period, where most variabilities at

the thermocline region (z ¼ 15–40 m) are influenced by the

diurnal NLIW, which deforms the SSP to move the particles

up and down. It is conceivable that the sound speed at the

FIG. 11. (Color online) SSP restoration based on the EOFs that are obtained from the SSPs measured during the second observation period. (a) The first six

EOFs. (b) Cumulative variance percentage increase with the number of EOFs used. (c) Measured SSPs C1(z) (thin line) and C2(z) (thick line) and the

restored SSP c1(z) (dashed line), which is the approximation of C1(z) obtained using Eq. (4).

TABLE II. Summary of EOF amplitudes aj obtained in different inversions for C1(z).

Cost functions Approach Restored SSP a1 a2 a3 a4 a5 a6

j1, Eq. (4) Matching the sound speed profile c1(z) Fig. 11(c) 51.1 48.8 11.6 �13.3 1.4 3.4

j2, Eq. (5) Matching synthetic dispersion curves gmðf Þ c2(z) Fig. 12(c) 51.0 47.0 15.0 �16.0 6.0 8.0

j3, Eq. (6) Matching measured dispersion curves �gmðf Þ c3(z) Fig. 13(d) 54.0 42.0 12.6 �18.6 �5.7 3.2
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mixed layer remains unchanged under the influence of the

NLIW. In contrast to the thermocline (z¼ 15–40 m), the sound

speed change in the mixed layer (z ¼ 0–15 m) is much smaller,

which results from the small change in the surface temperature

over a 15-day period. Therefore, this small contribution to vari-

abilities is not described by the first couple of EOFs [Fig.

11(a)], which are employed to capture the bigger change of var-

iance at thermocline influenced by the NLIW.

B. Passive C1(z) inversion by matching dispersion
curves

1. Benchmark simulation

To demonstrate that C1(z) can be retrieved via matching

dispersion curves, an auxiliary procedure with a replica gm

was used to minimize the cost function j2 as

j2 að Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

m¼1

1

M 	 Nm

XNm

n¼1

gm fn;C1ð Þ � bgm fn; að Þ
� �2vuut ;

cðzÞ ¼ C2ðzÞ þ
XJ

j¼1

aj � EjðzÞ: (5)

Here, Eq. (5) is to minimize the mismatch of dispersion

curves between the replica gm and the forward modeling bgm.

The previous passively inverted geoacoustic (seabed) prop-

erties GM2 from NCCF2 in Table III of the Appendix are

used in gm and bgm as a model during the inversion. The

inverse problem is to seek the best six coefficients aj as a

vector a corresponding to E(z) to minimize the cost function

j2 in Eq. (5) and thus retrieve the c2(z) � C1(z) for all z.

Equation (5) was run by MATLAB genetic algorithm until the

improvement of j2 fell below 10�3 m/s.

The retrieved a from Eq. (5) representing c2(z) is [51,

47, 15, –16, 6, 8] listed in Table II. The sensitivities to a are

shown in Fig. 12(a). Here, a1 corresponding to the first coef-

ficient of the fundamental basis EOF1 [Fig. 11(a)] returns

with the highest sensitivity and a1 as the largest absolute

value among all a, to seize the SSP change from C2(z) to

C1(z), particularly in the thermocline region during the two

distinct acoustic observation periods [Fig. 12(c)]. In Table II,

the a vector forming c2(z) from Eq. (5) is close to the exact

solution from Eq. (4), and this retrieved c2(z) plotted in Fig.

12(c) is very close to c1(z) in Fig. 11(c). This confirms that

matching dispersion curves to retrieve SSP is a viable

approach.

Figure 12(b) investigates the relationship between

RMSE of jgm � bgmj on the y axis and RMSE of

jC1(z) � c(z)j on the x axis during the inversion process of

Eq. (5), whereas C1(z) is taken as a ground truth. The param-

etrization error caused by matching synthetic dispersion

curves gm in Eq. (5) is 0.05 m/s, which is the minimum value

of Eq. (5) shown in Fig. 12(b), and it corresponds to the

RMSE of jC1(z)-c2(z)j ¼1.36 m/s for the SSP mismatch.

This 1.36 m/s RMSE in SSP spanning the full water column

z¼ 0–82 m is slightly larger than the 1.0 m/s parameteriza-

tion RMSE stated in Sec. IV A due to the missing sensors at

the mixed layer z ¼ 0–15 m during the experiment. If con-

sidering only water depth z ¼ 15–82 m, where measured

data of sound speeds exist, the RMSE of jC1(z) � c2(z)j
shrinks to 0.7 m/s, about half the value of 1.36 m/s as shown

in Fig. 12(b), which is consistent with most errors resulting

from sound speed mismatching at the mixed layer as men-

tioned in Sec. IV A. The comparison results of using

z ¼ 0–82 m and z ¼ 15–82 m in RMSE of jC1(z) � c(z)j in

Fig. 12(b) indicate that the dispersion curves are insensitive

to the sound speed variation in the mixed layer. Also, in a

simulation using C1(z) and c2(z), where about 3 m/s discrep-

ancy exists in the mixed layer, the corresponding simulated

dispersion curves from KRAKEN (Porter, 1992) return a

maximum discrepancy of about 0.2 m/s among all modes

and the overall depth average RMSE would be much

smaller. This also suggests that the sound speeds in the

mixed layer cannot be retrieved well due to insensitivity in

dispersion curves at this 10–110 Hz frequency band, and the

strong variability of sound speed change in the thermocline

dominates the dispersion curves features shown in Fig. 7

with two distinct SSPs input, C1(z) and C2(z).

This small 0.05 m/s parametrization error in dispersion

curves from the Eq. (5) simulation will be carried over while

matching the actual empirically measured dispersion curves

�gm in the next sub-section and the anticipated RMSE in the

SSP difference will be �1.36 m/s due to the most errors

resulting from the mismatch in the mixed layer.

2. Retrieving C1(z) from NCCF1

The ultimate goal is to invert for an estimate of C1(z)

from NCCF1 and to approximate its value as c3(z) by

TABLE III. Geoacoustic models GM1 and GM2 derived from NCCF1 and NCCF2, respectively.

Parameter Unit GM1 search bounds Step GM1 / GM2 optimum values GM1 / GM2 error boundsa

Dr m [�10, 10] 0.1 8.9 / 5.6 �/[3.4, 6.6]

D m [75, 85] 0.1 83.1 / 82.0 [82.5, 84.8] / [81.0, 82.9]

H m [1, 30] 0.1 9.7 / 13.4 [7.4, 17.2] / [12.3, 17.4]

cs m/s [1500, 1700] 1 1644 / 1624 [1631, 1697] / [1612, 1651]

qs – [1.0, 2.2] 0.01 1.22 / 1.36 [1.15, 1.64] / [1.21, 1.49]

cb m/s [1600, 2300] 1 1926 / 2058 [1858, 2059] / [2006, 2135]

qb – [1.3, 3.0] 0.01 2.46 / 2.52 [2.18, 2.89] / [2.31, 2.72]

aGM2 inversion results, including error bounds, are taken from Tan et al. (2020).
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substituting empirical �gm for synthetic gm in Eq. (5), in

which case the cost function becomes

j3 að Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

m¼1

1

M 	 Nm

XNm

n¼1

�gm fnð Þ � bgm fn; að Þ
� �2vuut ;

cðzÞ ¼ C2ðzÞ þ
XJ

j¼1

aj � EjðzÞ: (6)

The �gm is an average value measured from the NCCF1

through the time warping in Sec. III A. The bgmðfn; aÞ is mod-

eled group speeds of normal modes from KRAKEN using

the geoacoustic model GM2 (Tan et al., 2020), and a

¼½a1; ::; aJ� are the unknown amplitude coefficients to be

retrieved in the inverse process with J¼6. The best fit bgm

found via genetic algorithm and passively measured �gm are

plotted in Fig. 13(a).

The group speeds �gm; which are the input data for the

inversion in Eq. (6), are known to within measurement

errors. With 31 pairs of receivers, in each frequency bin, we

have 31 measurements of the group speed of an individual

normal mode. The measurement error is estimated as the

square root of the unbiased sample variance of the 31 mea-

surements. It is shown in Fig. 13(a) by vertical error bars

(one standard deviation 6r) for each mode and for selected

frequency bins and is discussed later.

Minimization of the cost function j3ðaÞ returns a global

minimum of 2.1 m/s in RMSE of the group speeds, which is

illustrated in Fig. 13(b) and each subpanel of Fig. 13(c),

where sensitivity of the cost function to each aj is shown.

This global minimum value is 0.75 and 0.4 m/s in an RMS

larger than that in the previous work retrieving geoacoustic

parameters GM2 and GM1 (see the Appendix), respectively.

This relatively larger discrepancy in retrieving c3(z) is due

to the following three reasons:

(1) The amplitude contrast between the regular, determinis-

tic and irregular, random features of NCCF1 is inferior

to that of NCCF2. Therefore, the quality of �gmðfnÞ after

modal extraction from Sec. III A is also inferior, espe-

cially for higher-order mode. Here, mode m ¼ 3

accounts for the largest measurement errors [Fig. 13(a)].

The RMSE in the measurement of path-averaged modal

group speeds is 0.245 m/s (Tan et al., 2020) for NCCF2

and 0.265 m/s for NCCF1, respectively, with the same

selected frequency bins.

(2) The modeling errors carried from the first stage retriev-

ing the geoacoustic properties of seabed GM2 to model

the group speeds of normal modes bgm in Eq. (6).

(3) The 0.05 m/s parametrization RMSE in matching dis-

persion curves from Eq. (5).

The retrieved a from Eq. (6) are [54.0, 42.0, 12.6,

–18.6, –5.7, 3.2] listed in Table II with search bound [

–100, 100] for each aj [Fig. 13(c)] to invert for c3(z) [Fig.

13(d)]. The first two amplitudes a1 and a2, which account

for most variance, are consistent with the results from Eq.

(5), and the higher-order amplitudes a4 and a5 account for

the most discrepancies in RMSE of jC1(z) � c3(z)j ¼1.48 m/

s [Fig. 13(b)] compared with the RMSE of jC1(z) � c2(z)j
¼ 1.36 m/s [Fig. 12(b)] from Eq. (5) with synthetic data.

During the genetic algorithm-based SSP inversion pro-

cess based on the cost function j3 Eq. (6), we have imposed

two additional constraints:

(1) admissible SSPs have a single local minimum,

(2) c(z)�1485 m/s for all z.

The constraints are motivated by oceanographic and

physical considerations. The first one reflects the properties

of SSPs measured during the second observation period

[Figs. 2 and 9(a)] and is used to construct the EOF basis.

The average SSP C2(z) and most of the individual measured

SSPs exhibit a large, steady drop in the sound speed in the

thermocline below the mixed layer, leading to a single SSP

minimum. Nonlinear internal waves result in strong varia-

tions of the thermocline extent and depth of the SSP mini-

mum [Figs. 2] but normally do not create additional local

FIG. 12. (Color online) SSP inversion by matching synthetic dispersion curves. (a) Sensitivity of the cost function j2(a) Eq. (5) to EOF amplitudes aj. In

each panel, the cost function is plotted as a function of a single search parameter for the values of the other five parameters that were encountered during the

optimization process. The thick circle indicates the position of the global minimum of 0.05 m/s of the cost function. Values of j2 up to 3 m/s are shown. (b)

The relationship between the RMSE j2 in matching the dispersion curves and RMSE in matching the SSPs. The data points shown with dots and crosses

refer to the sound speed RMSE calculated in the entire water column 0< z< 82 m and at depths of 15 m< z< 82 m, respectively. (c) Comparison of the ref-

erence SSP C2(z) (thick line), ground-truth SSP C1(z) (thin line), and the restored SSP c2(z) (dashed line).
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SSP maxima and minima. In the course of inversion, the first

constraint helps to exclude unphysical candidate SSPs c(z)

in Eq. (6) and suppress the intrinsic ambiguity of the inver-

sion of imperfectly measured data.

The second constraint originates from the physics of the

normal mode dispersion. We impose a linear constraint of

c(z) � 1485 m/s for all z in Eq. (6) during the inversion pro-

cess. This condition is based on the passively measured

value �g1ðfmaxÞ ¼ 1487.9 m/s [Fig. 7(b)] and the finding in

Sec. III B that the group speed of mode 1 will asymptotically

approach the SSP minimum from below in the high-

frequency portion of the data. The chosen lower bound of

admissible c(z) is set somewhat below �g1ðfmaxÞ to account

for possible measurement errors. The actual retrieved mini-

mum of c3(z) is 1486.3 m/s within a reasonable tolerance of

�g1ðfmaxÞ. This constraint effectively puts more weight on the

higher-frequency portions during the inversion process

where dispersion curves are more sensitive to the water col-

umn variability such that the �gm and bgm are better matched

for higher-frequency bins close to 110 Hz for all modes

shown in Fig. 13(a) compared with the previous work [Fig.

3(b) of Tan et al. (2020)]. On the contrary, geoacoustic

inversions (Tan et al., 2020) are more sensitive to the lower-

frequency portions of the dispersion curves, which are more

strongly affected by seabed properties due to deeper sound

penetration below the seafloor.

Neither of the constraints use any quantitative, a priori
environmental information. The constraints eliminate many

unphysical possibilities of inverted SSPs and help to ensure

that the value of RMSE of jC1(z) � c(z)j decreases monoton-

ically as the value of the cost function j3ðaÞ of Eq. (6)

decreases during the inversion process [see Fig. 13(b)].

V. DISCUSSION

To estimate the uncertainty of the inversion results, we

use the root-mean-square (rms) measurement error of modal

group speeds as the scale of deviations of the cost function

j3 [Eq. (6)] from its minimum value. The rms error of pas-

sive measurements of the modal group speeds is 0.265 m/s

in the first observation period, as discussed in Sec. IV B 2.

The SSPs, which result in the cost function j3 between its

global minimum of 2.10 m/s and 2.365 m/s [Figs. 13(b) and

13(c)], provide admissible solutions of the inverse problem

and collectively represent the uncertainty of the optimal

solution c3(z) [Fig. 13(d)].

FIG. 13. (Color online) SSP inversion by matching measured dispersion curves. (a) Measured (�gm, shown by solid lines) and best fit theoretical (bgm; dashed

lines) group speeds of normal modes. Vertical error bars show rms measurement errors for selected frequency bins. (b) The relationship between rms mis-

match in the modal group speeds, j3 of Eq. (6), and the rms deviation of the sound speed profile from C1(z) during the inversion process after imposing the

two physical constraints. The global minimum of 2.1 m/s of the cost function j3ðaÞ is shown by a thick circle. (c) Sensitivity of the dispersion curve mis-

match to each of the unknown parameters aj. Values of j3 are shown up to one standard deviation of the measurement errors above the global minimum. (d)

Comparison of the reference SSP C2(z) (thick line), ground-truth SSP C1(z) (thin line), and the retrieved SSP c3(z) (dashed line with error bars).
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Results of the passive sound speed inversion should be

compared to the ground truth, which is represented by con-

tact measurements during the same observation period. In

the admissible range of j3, the rms deviation of the inver-

sion results from the average of the contact measurements,

C1(z), varies in the range of 1.48–4.05 m/s [Fig. 13(b)]. The

rms SSP deviation is calculated for every value of the vector

a that gives j3 < 2.365 m/s and is encountered during the

genetic algorithm-based inversion process with the two

physical constraints (Sec. IV B 2) imposed. Note the strong

trend of the decrease in the SSP deviation from the ground

truth as j3 approaches its global minimum in Fig. 13(b). For

the optimal solution c3(z), rms deviation from C1(z) is about

1/3 of the deviation at j3 ¼ 2.365 m/s.

Sensitivity of the cost function j3 [Eq. (6)] (and, hence,

of the deviation of the inverse problem solution from the

ground truth) to the unknown EOF amplitudes aj is illus-

trated in Fig. 13(c). The amplitudes a1 and a2 of the first two

EOFs, which together account for 83% of SSP variability

[Fig. 11(b)], as well as the amplitude a4 of the fourth EOF,

rapidly and steadily approach their optimal values as j3

decreases in the course of the inversion process [Fig. 13(c)].

This contrasts with the wider and more symmetrical distri-

bution of points in similar plots [Fig. 12(a)] in the synthetic

data inversion, where no physical constraints were imposed.

With the constraints, changes in a1 and a2 from one genera-

tion to the next prove to be highly correlated, which ensures

a strong positive correlation between j3 and the SSP devia-

tion from C1(z) and makes the inversion more robust.

The depth dependence of the uncertainty in the

retrieved sound speed is shown in Fig. 13(d) by horizontal

error bars, which are calculated with a 1 m vertical resolu-

tion. The error bars show 6 r standard deviation of the

sound speed at each depth. The standard deviation is calcu-

lated for the same set of a values as in Fig. 13(b). At almost

all depths, the error bars are smaller than the difference

between the initial reference SSP C2(z) and the ground truth

C1(z) [see Fig. 13(d)]. Thus, the errors in passive measure-

ments of the mode dispersion curves are sufficiently small

to allow a meaningful SSP inversion. For most, but not all

depths, the ground-truth SSP C1(z) lies within one standard

deviation (i.e., the measurement uncertainty) of the opti-

mum inversion result c3(z) [Fig. 13(d)].

The retrieved SSP c3(z) correctly reproduces the general

shape of the ground-truth SSP C1(z) [Fig. 13(d)]. Both SSPs

have a mixed layer and sharp thermocline and reach their

respective minima at the same depth z ¼ 34 m, where C1

– c3 ¼ 1.6 m/s. The sound speed gradient in and position of

the thermocline are particularly well reproduced by the

inversion [Fig. 13(d)]. Comparison of Figs. 12(c) and 13(d)

shows that inversions of synthetic (exact) and measured dis-

persion curves result in similar deviations from C1(z) in the

mixed layer. Therefore, we attribute these deviations in the

passively measured SSP to the weak sensitivity of the dis-

persion curves (Sec. IV B 1) of the low-order normal modes

1–3 and within the frequency range of 10–110 Hz of avail-

able data to the exact value of the sound speed in the mixed

layer. In contrast, the excellent reconstruction of the thermo-

cline reflects sensitivity of the dispersion curves to this part

of the SSP.

The depth-averaged RMS deviation of c3(z) from C1(z)

equals 1.48 m/s, when averaged over the entire water col-

umn. This RMSE is comparable to the 1.36 m/s RMSE in

matching synthetic dispersion curves using the same SSP

parameterization (Sec. IV B 1). When C1(z) and c3(z) are

compared only at depths of 15 m< z < 82 m below the

mixed layer, the rms deviation decreases slightly to 1.41 m/s.

It proves to be twice the rms deviation of c2(z) from C1(z) in

the same depth range (Sec. IV B 1). We attribute this increase

in the deviation of the inversion result c3(z) from the ground

truth to the group speed measurement errors. Taken together,

comparison of the RMSEs in two depth ranges suggests that

limitations of the SSP parameterization and the errors of the

mode dispersion curve measurements make comparable con-

tributions to the overall errors of the passive acoustic SSP

retrieval.

Taking advantage of noise records of opportunity, the

inverse problem considered in this paper models the scheme

of passive acoustic monitoring of the coastal ocean, where

sound speed in water is measured in the beginning (or the

end) of a long period of observations and is passively moni-

tored from that point forward (correspondingly, recovered

retrospectively) using NI. Retrieval of SSP and its sub-

seasonal variations from EGFs (Sec. IV) has been made

possible by application of the time-warping transform to

separate normal modes and passively measure the frequency

dependence of their group speeds. This technique (Tan

et al., 2019; Tan et al., 2020), which is specific to shallow

water, retrieves much more environmentally sensitive infor-

mation from NCCFs than measuring positions of a few max-

ima (Evers et al., 2017; Li et al., 2019) or zero crossings

(Godin et al., 2010) of the time-domain EGF. Accurate pas-

sive measurements of the sound speed in water have been

also assisted by availability of multiple receivers and, hence,

multiple propagation paths in the horizontal plane, which

allowed us to decrease the errors in measurements of the

normal mode dispersion curves [Fig. 13(a)].

To our knowledge, the passive SSP inversion reported

in this paper is the first documented example of successful

passive acoustic tomography of the water column in shallow

water, where only acoustic data is used as input for inver-

sion. We show that NI-based passive acoustic measurement

of a time-averaged SSP and its sub-seasonal variations are

feasible even when internal gravity waves and internal tides

cause strong, transient sound-speed variations during the

noise averaging period. Compared to previous experimental

work on passive ocean acoustic tomography (Godin et al.,
2010), which relied on direct rays in deep water, SSP is

restored here under much more complicated propagation

conditions and at ranges that are large compared to the water

depth. We have retrieved depth-dependence of the sound

speed from passive acoustic data in contrast to (Li et al.,
2019), where only spatially averaged sound speed was mea-

sured acoustically. By using the normal mode approach, we
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have removed the limitations of the earlier work

(Goncharov et al., 2016), where application of ray tomogra-

phy to EGFs was found to give less reliable SSP inversions

with the low-frequency data provided by NI in shallow

water.

VI. CONCLUSION

This paper has investigated passive acoustic characteri-

zation of coastal ocean dynamics. We have compared the

environmental information that is contained in the NCCFs,

which were obtained in two non-overlapping, 15-day obser-

vation periods by the same set of hydrophones on the conti-

nental shelf off New Jersey. The time-warping transform

has been used to passively measure dispersion curves of nor-

mal modes and maximize the retrieval of oceanographically

relevant information from noise cross-correlations. By com-

paring results of passive geoacoustic inversions, we have

demonstrated that clearly distinct NCCFs contain consistent

information about the seabed and lead to equivalent geoa-

coustic models.

Passively measured group speeds of acoustic normal

modes have been inverted to retrieve the time-average of the

SSP in water during one of the noise observation periods.

Using the traditional contact temperature measurements as

the ground truth, we have demonstrated that purely acoustic,

passive sound-speed measurements are sufficiently accurate

to quantitatively characterize the sub-seasonal variations of

the average SSP between the two observation periods. The

sub-seasonal SSP variations have been successfully mea-

sured under challenging conditions, where strong nonlinear

internal waves repeatedly caused transient, rapid sound

speed variations with magnitudes comparable to and even

larger than the sub-seasonal variations.

The results of passive acoustic tomography of the water

column, which are reported in this paper, complement the

previously published results of passive geoacoustic inver-

sions (Tan et al., 2020) at the site and demonstrate the feasi-

bility of NI-based passive acoustic monitoring of ocean

dynamics on the continental shelf.

Further research is needed to improve the time resolu-

tion of the NI-based passive acoustic remote sensing of the

ocean and to add a horizontal resolution of the sound speed

field to the vertical and temporal resolution demonstrated in

this paper. A promising way to decrease the noise averaging

time, which is necessary for retrieval of EGFs with oceano-

graphically relevant accuracy, is to employ machine learn-

ing techniques (Bianco et al., 2019) to automatically

identify and select short observation periods where the

recorded noise field is sufficiently diffuse.
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APPENDIX: GEOACOUSTIC INVERSION BASED ON
THE DATA ACQUIRED IN THE FIRST OBSERVATION
PERIOD

The previous work (Tan et al., 2020) used the N-

NCCF2 in Fig. 4(b) and the corresponding average C2(z) of

the measured SSPs in Fig. 2(b) to retrieve the geoacoustic

properties of seabed. We refer to the results of that inversion

as the geoacoustic model GM2. Here, we apply the same

approach to N-NCCF1, which is obtained in the first obser-

vation period, and compare the resulting geoacoustic model

GM1 with the model GM2. In contrast to the main text, the

average SSP C1(z) in the water column will be assumed

known in the course of the geoacoustic inversion.

The group speeds gi;mðf Þ ¼ ri=si;mðf Þ of modes m¼ 1–3

retrieved from the N-NCCF1, described in Sec. III A, are

averaged as �gmðf Þ and used as input data for geoacoustic

inversion. Here, ri and si,m are the horizontal distance and

measured modal travel time, respectively, between the

SHRU and the ith HLA hydrophone with i ¼ 1, 2,…,32

[Fig. 1(b)]. The inverse problem is assuming range-

independent [Fig. 14(a)] where the impact of modal travel

times from horizontal inhomogeneity in a simulation is

small even in this dynamic environment, and discussed pre-

viously in Sec. III D.

The unknown geoacoustic parameters are put into a

vector GM1 found by minimizing the cost function K(GM1),

which is Eq. (3) of Tan et al. (2020) between the measured

�gmðf Þ extracted from NCCF1 through the time-warping

transform (Sec. III A) and modeled group speeds bgm of nor-

mal modes. Here, M ¼ 3 is the number of normal modes

identified in Sec. III A, and Nm is the number of frequency

bins to be compared between the measured �gmðf Þ and the

modeled dispersion curves bgm of mode m. The C1(z) is a

measured and known parameter [Fig. 2(b)] during the inver-

sion process. Non-overlapping bins of �0.2 Hz width are

used in the 10–110, 25–110, and 40–110 Hz frequency

bands for modes 1, 2, and 3, respectively. The modeled

group speeds bgmðfn;GM1Þ are calculated using C1(z) by the

normal mode code KRAKEN (Porter, 1992) for various val-

ues of the vector GM1 ¼ [D, H, cs, qs, cb, qb] to be inverted

in the unknown range-independent environment [Fig.

14(a)]. The dispersion curves �gmðf Þ retrieved from N-

NCCF1 and N-NCCF2 are different because the time-

dependent average SSPs C1(z) and C2(z) are different only

(Fig. 7); the inverted geoacoustic parameters GM1 and GM2

shall physically remain unchanged. Table III shows their

discrepancies are within error bounds.

The array configuration of the HLA is not a perfectly

taut straight line but is tilted during the experiment period

(Newhall et al., 2007; Duda et al., 2012), and the horizontal

distance correction Dr re-calibrates the average �gmðf Þ of the
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measured modal group speeds, which are applied to refine the

precision of the retrieved group speeds gi;mðf Þ ¼ ðri

þDrÞ=si;mðf Þ: The frequency dependence of the path-

averaged group speeds �gmðf Þ is an average over gi;mðf Þ; and

this average significantly reduces random errors of measure-

ment. In the previous study (Tan et al., 2020), the differences

between travel times si;mðf Þ over actual, range-dependent

bathymetry [Fig. 1(b)] on a path and in the range-independent

waveguide with the path-averaged water depth [Fig. 14(a)]

was shown to be small compared with the measurement

errors on a single path. The previous inverted effective hori-

zontal distance correction Dr¼ 5.6 m (Tan et al., 2020) falls

within the uncertainty of the GPS measurement for NCCF2,

and it is slightly adjusted to Dr¼ 8.9 m in the inverse prob-

lem of NCCF1. This Dr adjustment is based on the best modal

separation described in Sec. III A with an empirical observed

sr;i and with the conclusion gm¼1ðfmaxÞ ffi C1min ¼ 1487.9 m/s.

This minimum value of SSP, C1min is used to obtain the effec-

tive horizontal distance correction Dr by best-fitting each mea-

sured sr;i ¼ ðri þ DrÞ=C1min for each SHRU-ith HLA

hydrophone path. This Dr is off by 3.3 m (Table III) between

NCCF1 and NCCF2 acoustic observation, which could be due

to the temporal distance uncertainty measured between the

SHRU and the HLA, as well as the HLA shape anomalies

seen in Fig. 12 of Duda et al. (2012), primarily due to internal

wave activity during the two observation periods.

A MATLAB-based genetic algorithm was used to find the

global minimum of the cost function. The global minimum

was found as K(GM1) � 1.7881 m/s. Search bounds and

results are summarized in Table III with the previous study

(Tan et al., 2020). The choice of the search bounds for the

geoacoustic parameters was informed by the results of the

previous geoacoustic studies (Huang et al., 2008; Jiang and

Chapman, 2008; Jiang et al., 2010; Bonnel and Chapman,

2011) and the meta study of Bonnel et al. (2020a) at the

SW06 site. Figure 14(b) illustrates the sensitivity of the cost

function K(GM1) to variations of individual search parame-

ters around the optimal environmental model. We compare

the increase in the cost function K(GM1) from its minimal

value to the measurement errors to estimate the uncertainty

of the inversion results. The rms measurement error of path-

averaged modal group speeds is plotted as a dashed-line in

each sub-panel of Fig. 14(b). The inversion error bounds are

summarized in Table III.

As a function of water depth D, the mismatch is mini-

mal at D ¼ 83.1 m. This value is close to the water depth at

the SHRU location and close to the average water depth,

along the propagation paths shown in Fig. 1(b) within tidal

tolerance. The other retrieved geoacoustic values of seabed,

[H, cs, qs, cb, qb] of GM1 in Table III, also fall within the

error bounds of GM2, and vice versa for the retrieved seabed

properties of GM2. The results in Table III demonstrate that,

despite significant variations in the water column properties

and in the NCCFs, which are obtained in non-overlapping

observation periods, the geoacoustic information contained

in distinct NCCFs remains consistent and that NI-based geo-

acoustic inversion is robust. Furthermore, consistency of the

geoacoustic models GM1 and GM2 justifies the use of the

FIG. 14. (Color online) Geoacoustic inversion using N-NCCF1. (a) Range-independent environmental model implied in the inverse problem. The six

unknown parameters to be determined are the water depth D, sediment layer thickness H, sound speeds cs, cb in the sediment and basement, and the ratios

qs, qb of densities in the sediment and basement to that in seawater. SSP C1(z) in water is assumed to be known. (b) Sensitivity of the data-model mismatch

to individual parameters of the environmental model. In each panel, the cost function K(GM1), is plotted as a function of a single search parameter for the

values of the other six parameters that were encountered during the optimization process. The circle indicates the position of the cost function minimum and

the inferred value of each parameter, which is shown on top of each sub-panel. The dashed line corresponds to the error bounds in Table III. Values of

K(GM1) up to 10 m/s are shown.
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previously established seabed model GM2 in conjunction

with NCCF1 for the purposes of the passive acoustic charac-

terization of the water column in the first observation period,

which is considered in the main text.
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